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ABSTRACT
Privacy labels provide an easy and recognizable overview of data collection practices adopted by mobile apps developers. Specifically, on the Apple App Store, privacy labels are displayed on each mobile app’s page and summarize what data is collected by the app, how it is used, and for what purposes it is needed. Starting from the release of iOS version 14.3 developers are required to provide privacy labels for their applications. We conducted a large-scale empirical study, collecting and analyzing the privacy labels of 17,312 apps published on the App Store, to understand and characterize how sensitive data is collected and shared. The results of our analysis highlight important criticalities about the collection and sharing of personal data for tracking purposes. In particular, on average free applications collect more sensitive data, the majority of data is collected in an unanonymized form, and a wide range of sensitive information are collected for tracking purposes. The analysis provides also evidence to support the decision-making of users, platform maintainers, and regulators. Furthermore, we repeated the data collection and analysis after seven months, following the introduction of additional run-time tracking controls by Apple. Comparing the two datasets, we observed that the newly introduced measures resulted in a statistically significant decrease in the number of apps that collect data for tracking purposes. At the same time, we observed a growth in overall data collection.
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1 INTRODUCTION
In conjunction with the release of iOS version 14.3, made available on the 14th of December 2020, Apple introduced privacy labels on the Apple App Store. Privacy labels are published on each mobile app’s page and provide an easy and recognizable overview of data collection practices employed by the app, displaying what data is collected, how it is used, and for what purposes it is needed [27]. Developers are required to provide privacy labels for their applications, prior to submitting new apps or app updates to the App Store. An example of an app’s privacy labels is shown in Figure 1.

Specifically, privacy labels display previously unavailable information about the kind of data collected by the application (e.g., location, contact info) and the form in which it is collected (i.e., anonymized or with references to the user identity). By opening a detail window, the purpose (e.g., analytics, third-party advertising) for which the information is collected is also visible. Notably, privacy labels place special emphasis on data used for tracking purposes, i.e., data shared with other companies for targeted advertising or advertising measurement purposes [29], displaying them separately from other collected data.

With the release of iOS 14.5 on the 26th of April 2021, Apple introduced further privacy-oriented changes to the iOS platform. After this release, app developers are required to explicitly request permission to track the user beyond the app in use [29]. Preliminary reports highlight how this need for authorization has been well received by users [4]. However, at the time of writing, there is a lack of evidence on how it impacted applications’ data collection practices and on how developers have adapted to it.

While the research community has widely investigated the data collection practices of Android applications [40, 41, 54], less is known about the practices of iOS apps. To fill this gap, leveraging the information made newly available by privacy labels, we conducted a large-scale empirical study to understand and characterize how sensitive data is collected and shared by iOS applications. For this purpose, we collected the privacy labels of 17,312 popular apps published across the 24 categories of the Apple App Store. From the privacy label of each application, we extracted information about the sensitive data used by the app, in which form it is collected, and the purpose of usage. We conducted a second data collection round after seven months, to assess how developers’ data collection practices have changed after the introduction of run-time tracking controls.
Our analysis highlights important results about the collection and sharing of personal data for tracking purposes by App Store apps. Specifically, we found that on average free applications collect and share more sensitive data, with 48.79% of the analyzed free applications that collect at least one piece of data for tracking purposes. We found that the majority of data is collected in an unanonymized form, e.g., crash logs. Furthermore, regulations that restrict data collection for especially sensitive app categories appear to be effective, as app categories subject to stricter rules do exhibit a lower amount of tracking. Finally, the additional run-time tracking controls introduced by Apple appear to have discouraged aggressive data sharing practices by app developers, as we observed a statistically significant decrease in the number of apps that collect data for tracking purposes. However, at the same time, we observed a growth in overall data collection.

The target audience of our study is composed of end-users, mobile platform maintainers, and regulators. Specifically, we inform the more privacy conscious end-users by providing them with an overview on the state of sensitive data collection by iOS apps and by presenting them with recommendations that can be of guidance while choosing the apps to install on their devices. Platform maintainers can take advantage of our analysis as we supply them with evidence on the impact of the measures introduced by Apple, that can assist them in their future decision-making. Similarly, we provide regulators with evidence on the effectiveness of current privacy regulations.

To allow for independent verification and replication of the performed study, we make publicly available a replication package containing the collected data and all the code developed for data preparation and analysis.

The remainder of this paper is organized as follows: Section 2 provides detailed background information about privacy labels, whereas Section 3 illustrates related work. Section 4 describes the design of our study. Section 5 presents the results of our analyses, which are discussed in Section 6. Section 7 discusses the threats to the validity of our study. Lastly, Section 8 closes the paper.

2 BACKGROUND

Privacy labels [27] (also referred to as privacy details) assist users in understanding app’s privacy practices prior to installing the app on the user’s device. Specifically, privacy labels are displayed on each app’s page on the Apple App Store and summarize what data is collected by the app, how it is used, and for what purposes it is needed. Privacy labels have been introduced on the Apple App Store on the 14th of December 2020, in conjunction with the release of iOS version 14.3. Currently, developers are required to provide information about the app’s sensitive data handling practices before submitting new apps or app updates to the App Store. Noticeably, privacy labels have been introduced for all software products present on the App Store (including desktop software) but, in this paper, we will focus exclusively on mobile apps.

An example of an app’s privacy labels visualization is shown in Figure 1. Apple defines fourteen data types, each identified by a unique name and an icon. Developers can use data types to summarize the app’s sensitive data-handling practices from a privacy perspective. Each data type groups together one or more related data, e.g., the User ID and Device ID data belong to the Identifiers data type. The data handled by the app are organized in the privacy labels page’s section into three categories. Each category is displayed in a distinct card according to the way it is used: e.g., “data used to track you”, “data linked to you” and “data not linked to you”. Hereafter, for brevity, we will refer to these categories as tracking data, linked data and, unlinked data, respectively.

Tracking data refers to data used for tracking purposes. According to the official Apple website, tracking is defined as “the act of linking user or device data collected from your app with user or device data collected from other companies […] for targeted advertising or advertising measurement purposes.” [29]. Linked data refers to data that contains references to the user’s identity, i.e., information that includes references to the user’s account, device, or details (e.g., the user’s phone number). Unlinked data refers to data that does not contain such references or has been stripped of them, and thus the data is fully anonymized.

In addition to this grouping of data types, additional information about the app’s privacy practices can be accessed by opening a “details” pop-up. Here, one of six possible purposes is listed for each collected data: “Analytics”, “App Functionality”, “Product Personalization”, “Third-Party Advertising”, “Developer’s Advertising or Marketing”, and “Other Purposes”. Moreover, for each collected data type the actual datums collected are listed, e.g., the email address for the Contact Info data type.

With the release of iOS 14.5 on the 26th of April 2021, app developers explicitly need to ask for the users’ permission before tracking them or accessing their device’s advertising identifier. For that purpose, developers use the ad-hoc appTrackingTransparency framework [29] for notifying the users at run-time when a tracking request is performed. In turn, users can grant or deny the permission to be tracked through a pop-up message. Notes that, starting with iOS 14.5, the usage of data for tracking purposes is no longer solely reflected in the displayed privacy labels of the application’s store page, but it also has a direct impact on the application usage, hence potentially affecting negatively the user experience.

3 RELATED WORK

In this section, we discuss work related to our study by covering three main topics, i.e., literature about privacy labels, mobile permission systems, and mobile app privacy.

3.1 Privacy labels
The concept of “privacy labels” has been originally introduced by Kelley et al. [31] that, drawing from nutrition and energy labels, designed a privacy-centered label that presents the ways organizations collect, use, and share personal information. Specifically, the proposed label utilizes a grid structure to display the types of information collected (e.g., contact information, cookies), how the information is used (e.g., marketing, profiling), and with whom the

1 https://bit.ly/3i1OEtN
information is shared (e.g., other companies). More recently, similar labels have been proposed for Internet of things devices [17, 47].

To our knowledge, the use of privacy labels in the Apple App Store represents their first large-scale application in the mobile domain. However, differences do exist between the original proposal of Kelley et al. [31] and their usage in the App Store. For instance, the former employs colors on a scale from light to dark to highlight the severity of certain privacy practices and makes use of different symbols to convey different data collection options available (e.g., an OPT symbol signifies that the user can opt-out from the data collection). Both these peculiarities are absent from their implementation on the App Store. Apple’s implementation of privacy labels has attracted considerable interest from journalists and specialized media [11, 52]. However, our study is the first research work focusing on privacy labels on the Apple App Store, leveraging the information contained in them to perform a large-scale analysis of data collection practices of iOS applications.

3.2 Mobile app privacy

The amount of sensitive data handled by mobile apps during their operation exposes users to severe risks for their privacy. Multiple studies have focused on understanding how mobile apps treat users’ privacy and the factors that affect data collection practices. Razaghpahan and colleagues [40] performed a large scale study aiming at understanding, on the one hand, the actors involved in the mobile advertising and tracking ecosystem and, on the other hand, the commonly employed data flow. Their results show that these services can track users leveraging a wide range of device identifiers without providing any visual clues to the users inside the apps. They analyze network traffic showing that once the users’ data is gained, sharing it with subsidiaries and third-party affiliates is the norm. Grace et al. [25] investigated potential privacy and security risks posed by embedded advertisement libraries commonly used in commercial Android apps. Their analysis highlights that these libraries often engage in risky behaviour for end-users privacy, ranging from uploading sensitive information to remote servers to executing untrusted code downloaded from Internet sources. Ren and colleagues [43] analyze how mobile privacy is evolving over time and whether it is getting better or worse. To do so, they study the privacy leaks from historical and current versions of 512 popular Android apps, covering app releases over eight years. Analyzing the network traffic generated by the apps, they found that collecting personally identifiable information has increased over time, involving a large number of third parties that can link user activities and locations across apps.

More closely related to our work, Kollnig et al. conducted a comparative study of the Google Play store and the Apple App store considering several dimensions pertaining to user privacy [33]. Their findings suggest that third-party tracking and the sharing of unique user identifiers are widespread in apps from both ecosystems. Moreover, they identified diffused potential violations of current privacy laws, as personal information is often collected without prior user consent. Our analysis is complementary to theirs, as by analyzing privacy labels we can investigate dimensions not considered in their study, e.g., purpose of data collection and the impact of in-app notifications.

3.3 Mobile permission systems

Current mobile operating systems primarily rely on permission systems to inform users when sensitive data are accessed and to regulate the access to sensible APIs of the platform [42]. Researchers have mostly focused on the Android permission system, uncovering issues on a variety of aspects, including user’s comprehension [3, 20, 22, 32, 46], usability [35, 39, 44], misuses [30, 45, 49], and exploits [7, 9, 18, 41].

Fewer works have focused on the iOS platform. Agarwal et al. [1] propose ProtectMyPrivacy, a privacy-protecting architecture for iOS that notifies users when sensitive data are accessed by apps and provides a mechanism to either grant or deny such access. Anonymized data are used in place of sensitive data when the access is denied. Analyzing the data collected by the applications, they found that applications frequently access a variety of sensitive data, including almost half of the analyzed applications accessing the unique device identifier. Han and colleagues [26] examine applications that run on both Android and iOS to assess the difference in the usage of security-sensitive APIs. They found that iOS applications consistently access more sensitive APIs than their Android counterparts, likely due to the fact that accessing these APIs on the iOS platform is invisible to the user. Deng et al. [15] developed Iris, an hybrid analysis approach to detect unauthorized use of sensitive APIs in iOS applications. Using Iris, they found 146 applications
that stealthily access sensitive user information, violating Apple’s terms of service.

Permission systems share some similarities with privacy labels and the app tracking controls, as these also inform users about access to sensitive information prior to app installation or during its execution [22, 39, 44]. However, the scope of permission systems is broader and, in addition to their informative role, they include access-control capabilities. As a consequence, an application can disable some or its entire functionality should access to some restricted part of the platform be denied [46]. On the contrary, withholding functionalities after permission to be tracked is explicitly disallowed for the appTrackingTransparency framework [29].

4 STUDY DESIGN
This section describes how we designed our study. In order to perform an objective study we followed the guidelines on empirical software engineering outlined in [48] and [53].

4.1 Goal and research questions
Intuitively, the goal of our study is to characterize how sensitive data are used by iOS apps on the Apple App store and derive insights that can better drive the choices of end-users, app store managers, and regulators. We also aim to measure the effects of recently introduced run-time privacy protections as a more fundamental contribution. This latter contribution can guide Apple, and other mobile platforms maintainers, in their decision-making. The context of this study is composed of 16,425 free and 887 paid apps published in the Apple App Store. Table 1 provides a definition of the goal using the Goal-Question-Metric technique [8, 10].

<table>
<thead>
<tr>
<th>Table 1: Goal definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Object of study</strong></td>
</tr>
<tr>
<td><strong>Purpose</strong></td>
</tr>
<tr>
<td><strong>Quality focus</strong></td>
</tr>
<tr>
<td><strong>Perspective</strong></td>
</tr>
<tr>
<td><strong>Context</strong></td>
</tr>
</tbody>
</table>

To achieve this goal, we aim to provide an answer to the following research questions:

RQ1 Which forms of sensitive data are more frequently collected by App Store apps?

RQ2 Which is the usage distribution of sensitive data across App Store categories?

RQ3 Which sensitive data types are more frequently collected by App Store apps?

RQ4 Which intents more frequently characterise collecting sensitive data?

RQ5 What was the impact of having introduced in-app notifications on collecting tracking data?

RQ1 measures in which form (linked or unlinked) sensitive data is more frequently collected, and whether that data is used to track end users. RQ2 instead point attention to the distribution of sensitive data across different app categories. RQ3 focuses on data types (e.g., Location, Contact Info) and establishes their usage frequency, whereas RQ4 investigates the intent for which sensitive data are collected. The rationale of RQ5 is twofold: on the one hand, it provides an updated snapshot of sensitive data usage by the apps on the App Store; on the other hand, it aims to estimate the impact that run-time notifications can have on developers’ data collection practices. Indeed, if from one side users might become more aware of tracking data collected by applications, on the other side, run-time popups have been found to be distracting and attention-consuming [2, 3, 6, 37]. Hence, app developers might wish to minimize the usage of tracking data accordingly. Moreover, as run-time pop-ups are increasingly used by mobile and web platforms [21, 38, 42], understanding how developers are adapting is a timely topic.

4.2 Hypotheses
To answer RQ5, we want to assess whether the introduction of run-time popup messages (that notify users of tracking requests) has caused a reduction in the use of personal data by the App Store apps. To this end, we formulate the null and alternative hypotheses as follows.

Let $S$ and $S'$ be snapshots of the applications’ privacy labels collected before and after the introduction of in-app notifications, respectively. Let $count_t(a)$ be the total number of tracking data used by an app $a$ in $S$, and let $count_t'(a)$ be its analog in $S'$. The null and alternative hypotheses are defined as, respectively:

\[ H_0^t : count_t'(a) = count_t(a) \quad H_1^t : count_t'(a) < count_t(a) \] (1)

The null hypothesis $H_0^t$ states that distribution of the usage of tracking data does not differ significantly between the two snapshots. Instead, $H_1^t$ states that a statistically significant reduction in the usage is observed between the two snapshots. Similarly, the null and alternative hypotheses for linked and unlinked data can be defined as, respectively:

\[ H_0^l : count_l'(a) = count_l(a) \quad H_1^l : count_l'(a) < count_l(a) \] (2)

\[ H_0^u : count_u'(a) = count_u(a) \quad H_1^u : count_u'(a) < count_u(a) \] (3)

To verify these hypotheses, we rely on the metrics $count_t$, $count_l$, and $count_u$, computed for all applications at each snapshot.

4.3 Data collection
Our data collection process is summarized in Figure 2. We started our data collection on the 5th of March 2021. At the time, about two months had passed after the introduction of privacy labels (as previously discussed in Section 2). We therefore expected a considerable amount of apps having been updated to provide privacy labels on their App Store page. As the first step for our data collection, we considered (i) the list of the top one thousand free apps, and (ii) the list of the top one thousand top-grossing apps in the United States market for each of the 24 categories of the Apple App Store (according to the AppMagic mobile market intelligence tool). Due to the fact that some categories contain less than one thousand entries, after merging the two lists and removing duplicates (as apps can appear in both lists and in more than one category), we identified

https://appmagic.rocks/
To provide an answer to RQ1, we resort to descriptive statistics (e.g., analytics, third-party advertising). An empirical study of privacy labels constitutes our updated snapshot S′. The collected snapshots S and S′ are made publicly available in the online replication package⁴.

### 4.4 Analysis

To provide an answer to RQ1, we resort to descriptive statistics of the usage rates of tracking, linked and unlinked data of the apps in S. Similarly, to answer RQ2, RQ3, and RQ4 we rely on counts, usage rates, and visualizations of the collected data, to assess potential differences across app categories, data types, and purposes, respectively.

To answer RQ5, in addition to the visualizations of the collected data, we employ hypothesis testing [34]. For testing our hypotheses, defined in Section 4.2, we adopt the Wilcoxon signed-rank test [12], a non-parametric test used to determine whether two related paired samples come from the same distribution. We selected this test as it does not assume the normality of the data being tested, an assumption that we know does not hold for our case as we are dealing with discrete data. As the test requires paired data, prior to testing our hypotheses, we filter out those apps that appear in S but not in S′.

For assessing the magnitude of potential differences found for each of our hypotheses, we calculate effect size using the r measure as it does not assume the normality of the data being tested, an an instance Z-score statistic [50], according to which we have a small effect size for 0 ≤ r < 0.3, a medium one for values 0.3 ≤ r < 0.5, and a large effect sizes for r ≥ 0.5.

### 5 RESULTS

This section presents the results of our analysis, organized accordingly to the related research question.

#### 5.1 RQ1: Which forms of sensitive data are more frequently collected by App Store apps?

Following the analysis of the privacy labels for apps in S, we found that among free applications 8,013 (48.79%) are using tracking data, 10,010 (60.94%) are using linked data, and 11,164 (67.97%) are using unlinked data. Merging the three aforementioned categories, we obtain that 14,481 (88.16%) free applications are using data of any kind. A considerably lower frequency of sensitive data usage is observed for paid applications: 9,381 (10.48%) are using tracking data, 120 (13.53%) are using linked data, and 352 (39.68%) are using unlinked data. Overall, 388 (43.74%) paid applications are using sensitive data of any kind.

Descriptive statistics of sensitive data usages for the apps in S are presented in Table 2. Differences in frequency of usage are noticeable, with a total of 97,496 and 1,353 sensitive data usages observed for free and paid applications, respectively. This difference is reflected in the descriptive statistics: free applications have a median value of 6 usages of sensitive data, with a mean of 5.94 and 4.02 standard deviation; whereas, paid apps exhibit lower values with a value of 0 for the median, 1.53 for the mean, and 2.44 for the standard deviation.

<table>
<thead>
<tr>
<th></th>
<th>Free apps</th>
<th></th>
<th></th>
<th></th>
<th>Paid apps</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>µ</td>
<td>σ</td>
<td>µ̄</td>
<td>µ</td>
<td>σ</td>
<td>µ̄</td>
<td>µ</td>
</tr>
<tr>
<td>Tracking</td>
<td>22,277</td>
<td>0.136</td>
<td>1.83</td>
<td>175</td>
<td>0.2</td>
<td>0.69</td>
<td>380</td>
<td>0.43</td>
</tr>
<tr>
<td>Linked</td>
<td>44,625</td>
<td>2.72</td>
<td>2.86</td>
<td>798</td>
<td>0.9</td>
<td>1.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unlinked</td>
<td>30,594</td>
<td>1.86</td>
<td>1.82</td>
<td>380</td>
<td>0.43</td>
<td>1.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>97,496</td>
<td>6.94</td>
<td>4.02</td>
<td>1,353</td>
<td>0.13</td>
<td>2.44</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To collect an updated snapshot of sensitive data usage, we repeated the collection of the privacy labels on the 11th of November 2021, employing the original app set A. By that time, more than six months had passed since the introduction of the App Tracking Transparency framework, and we consider this an ample time for developers to adapt their apps’ sensitive data usage practices in response to the newly introduced run-time privacy controls (refer to Section 2). Of the apps in the original list, 15,617 free and 853 paid apps survived all the data collection and filtering steps. The reduced number was mostly due to apps that were removed from the app store (this can happen if the app infringes some app store rules or if the developer decides to pull the app from the market) or geographically restricted (thus making their data unattainable). The privacy labels collected during this second round of data collection constitutes our updated snapshot S′. The collected snapshots S and S′ are made publicly available in the online replication package⁴.

![Figure 2: Data collection process](https://bit.ly/3i1OEtN)

![Figure 3: Table 2: Descriptive statistics of sensitive data usages for dataset S](https://github.com/facundoolano/app-store-scraper)

Table 2: Descriptive statistics of sensitive data usages for dataset S (# = count, µ = mean, µ̄ = median, σ = standard deviation)

<table>
<thead>
<tr>
<th></th>
<th>Free apps</th>
<th></th>
<th></th>
<th></th>
<th>Paid apps</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>µ</td>
<td>σ</td>
<td>µ̄</td>
<td>µ</td>
<td>σ</td>
<td>µ̄</td>
<td>µ</td>
</tr>
<tr>
<td>Tracking</td>
<td>22,277</td>
<td>0.136</td>
<td>1.83</td>
<td>175</td>
<td>0.2</td>
<td>0.69</td>
<td>380</td>
<td>0.43</td>
</tr>
<tr>
<td>Linked</td>
<td>44,625</td>
<td>2.72</td>
<td>2.86</td>
<td>798</td>
<td>0.9</td>
<td>1.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unlinked</td>
<td>30,594</td>
<td>1.86</td>
<td>1.82</td>
<td>380</td>
<td>0.43</td>
<td>1.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>97,496</td>
<td>6.94</td>
<td>4.02</td>
<td>1,353</td>
<td>0.13</td>
<td>2.44</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Focusing on the most used collection type, we notice a further difference: linked data is the most commonly used data type for free applications with 44,625 total and 1.86 mean usages per app, while paid apps rely more often on unlinked data with 798 and 0.9 mean usages per app.

5.2 RQ2: Which is the usage distribution of sensitive data across App Store categories?

The barplot in Figure 3 summarizes data usages by App Store category for apps in S. For each category, the percentage of apps employing tracking, linked, and unlinked data is reported. In the case of apps that are listed in multiple categories, apps were assigned to the developer-defined primary category.

The top three categories for usage of tracking data are Games, News, and Magazines & newspapers. Usage of tracking data appears to be especially common in these categories, with a percentage of usage of 88.6%, 72.34%, and 68.17%, respectively. Together with categories Shopping, Entertainment, and Weather, these constitute the only categories for which tracking data is employed by more than 50% of apps. On the opposite side, the categories for which usage of tracking data is less common are Medical (25.8%), Business (20.88%), and Kids (2.92%).

Focusing on linked data, high percentages of usage can be noted for categories Shopping (80.8%), Magazines & newspapers (80.56%), Travel (74.25%), Food & drink (72.91%), and Business (71.58%), all exhibiting with over seventy percent of apps that employ linked data. Categories with an especially low percentage of applications that rely on linked data are Utilities (37.14%), Photo & video (37.09%), Kids (36.04%), Reference (33.75%), and Weather (33.54%), all with a percentage of less than forty percent.

Regarding unlinked data, categories that exhibit an high percentage of usage are News (78.22%), Photo & video (75.58%), Magazines & newspapers (74.37%), Shopping (73.08%), Weather (72.47%), and Utilities (71.13%), all with over seventy percent of apps employing unlinked data. Categories that exhibit the lower usage rates are Finance (59, 96%), Kids (54, 87%), and Business (53.86%).

5.3 RQ3: Which sensitive data types are more frequently collected by App Store apps?

The heatmaps of Figure 5 summarizes the percentages of usage for each data type by App Store category for applications in S. The three heatmaps reports percentages of usage for tracking, linked, and unlinked data, respectively.

Focusing on the data used for tracking (heatmap A in Figure 5), we can immediately notice that the most frequently used data types are Usage Data and Identifiers, being used in 24.4% and 30.1% of all data usages for tracking purposes, respectively. This is unsurprising as these data types contain the user and device IDs, plus information about the advertisements the user has seen, hence we expect this data to be frequently used for tracking purposes. However, other data types are also frequently used: Location (10.3%), Contact Info (9.4%), Diagnostics (8.3%), and Purchases (8.5%). Moreover, even if less common, we can notice that all kinds of data are used for tracking purposes. This includes extremely sensitive data types and, in some cases, likely unrelated to the app purpose (e.g., Health & Fitness data used by apps in the Weather category, Browsing History data used by apps in the Medical category).

Examining individual categories in detail, we observe that the Kids category is the one with the highest usage of Identifiers for tracking. However, this is likely due to the low sample size, with only a total of 9 apps that perform tracking in the category. Other categories have considerably higher than average usage of some data types such as, for instance, Location for the Weather category (31.7% opposed to 10.3% average) and Search History for the Shopping category (5.9% opposed to 1.5% average).

Regarding linked data (heatmap B in Figure 5), we observe that among the most used data types the presence of Usage Data (14.1%) and Identifiers (18.9%), as observed for tracking. However, alongside these data types we can also observe higher usage percentages for other data types such as, for instance, Location for the Weather category (31.7% opposed to 10.3% average) and Search History for the Shopping category (5.9% opposed to 1.5% average).
data types *User Content* (10.7%) and *Contact Info* (16.4%). Also in this case differences among categories can be observed for some data types, e.g., *Sensitive Info* are more used in categories *Medical, Social networking, Lifestyle* and *Health & Fitness*.

Concerning unlinked data (heatmap C in Figure 5), we observe a low usage frequency for the majority of data types, with the exception of *Diagnoses* (29.9%), *Usage Data* (22.3%), and *Identifiers* (15.3%). Less common but still more frequently used are data types *Location* and *User Content*.

### 5.4 RQ4: Which intents more frequently characterise collecting sensitive data?

Table 3 summarizes the purposes declared by apps in *S* for their data collection. For each purpose, we report the number of apps in *S* that declare collecting linked and/or unlinked data for that purpose, as well as the related percentage. Tracking is not reported in the table as, according to the definition given by Apple and reported in Section 2, data collected that way is used exclusively for third-party advertising purposes.

We can observe that *App Functionality* is the most frequently declared goal for data collection for both free and paid applications, with 12,985 and 310 apps declaring it respectively. Analogously, *Analytics, Developer Advertising* and *Product Personalization* follow as popular goals for both types of applications, while *Other Purposes* is the least common one. However, a considerable difference can be observed between the percentages for free and paid applications: the former have considerably higher percentages of data usage, with some purposes being declared by almost 80% of apps, while the latter has a maximum usage percentage of 34.95%. Moreover, a substantial difference in the nature of used data can be observed: free applications rely more on linked data, with categories *App functionalty* and *Analytics* having almost an even ratio between linked and unlinked data, while paid applications use more often unlinked data.

Figure 4 shows the percentage of apps declaring each purpose by App Store category. It is noteworthy that the *App Functionality* and *Analytics* purposes are commonly declared by apps in all categories, except for the *Diagnostics* purpose, with maximum usage in *Medical*. Noteworthy is the the *Weather* category, the only category exhibiting an high rate for *Third-Party Advertising* (49.4%) and a considerably lower rate of *Developer Advertising* (27.2%). We observe considerable variations among categories also for the *Product Personalization* purpose, with maximum usage in categories *Shopping* (70.7%) and *Magazines & Newspaper* (70.1%), and minimum usage in categories *Reference* (18.4%) and *Utilities* (18.9%). Finally, *Other Purposes* is the least used purpose, and has minor variations across categories, with maximum in *Games* (27.6%) and minimum in *Navigation* (5.8%).

### 5.5 RQ5: What was the impact of having introduced in-app notifications on collecting tracking data?

In the following, we highlight the principal differences observed in *S’* with respect to *S*.

Concerning the way in which sensitive data are collected, we observe a reduction in tracking data for both free and paid applications. For the former, we observe that 7,231 apps (46.3%) are using tracking data, down from the original 8,013 (48.79%). Regarding the latter, 53 apps (6.21%) employ tracking data against the original 93 (10.48%). However, this trend does not hold for the usage of linked and unlinked data. Indeed, among free apps, 9,977 (63.89%) and 11,008 (70.49%) are using linked and unlinked data respectively. This is an increase from the original percentages of 60.94% and 67.97%. Paid applications exhibit a different trend, with 108 (12.66%) using linked data and 350 (41.03%) using unlinked data, from the original 13.53% and 39.68%. Merging the three kinds of data usages, taking into account overlaps, we observe 14,241 (91.19%) free and 383 (44.9%) paid applications that employ sensitive data of any kind in *S’*.

These trends are confirmed by the statistical tests, that compare pairs of apps that are present both in *S* and *S’*. Indeed, we obtain a statistically significant result (*p*-value < 0.01) only for the test of Equation 1, concerning the usage of tracking data. This signifies that the introduction of the app tracking controls resulted in a statistically relevant reduction of tracking data usages. For it, the effect size calculation resulted in a value of *r* = 0.133, indicating a small effect size. Instead, for what concerns linked and unlinked data, the null hypothesis cannot be rejected, since, as further described in the following, for these kinds of data an increase is observed in place of the hypothesized reduction.

Exploring the distribution of data usages across categories, we observe differences in the magnitude of reduction of tracking data. Indeed, while for 18 out of the 24 categories we record a reduction, we observe that some experienced a significant decrease (e.g., −10.49% for *Health & Fitness*, −10.1% for *Business*, −7.7% for *Medical*) while other experienced a milder reduction (e.g., −2.93% for *Sports*, −2.47% for *Weather*). In contrast with the general trend, categories *Books* (+6.34%), *Games* (+5.10%) and *News* (+3.24%) record a significant increase. Focusing on usages of linked data, we observe a growing usage across most categories, with only categories *Weather* (−0.53%) and *Navigation* (−0.21%) recording a slight decrease. However, the

### Table 3: Apps in *S* by purpose

<table>
<thead>
<tr>
<th>Purpose</th>
<th>Linked</th>
<th>Free apps</th>
<th>Unlinked</th>
<th>Any</th>
<th>Linked</th>
<th>Paid apps</th>
<th>Unlinked</th>
<th>Any</th>
</tr>
</thead>
<tbody>
<tr>
<td>App</td>
<td>9,421</td>
<td>8,744</td>
<td>12,985</td>
<td>109</td>
<td>264</td>
<td>310</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Functionality</td>
<td>57.36%</td>
<td>53.24%</td>
<td>79.86%</td>
<td>12.29%</td>
<td>29.76%</td>
<td>34.95%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analytics</td>
<td>7,965</td>
<td>8,950</td>
<td>12,963</td>
<td>63</td>
<td>264</td>
<td>265</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Product</td>
<td>5,598</td>
<td>3,034</td>
<td>7,312</td>
<td>31</td>
<td>26</td>
<td>53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personalization</td>
<td>34.08%</td>
<td>18.47%</td>
<td>44.52%</td>
<td>3.49%</td>
<td>2.93%</td>
<td>5.98%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1,257</td>
<td>1,077</td>
<td>2,322</td>
<td>15</td>
<td>28</td>
<td>53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Purposes</td>
<td>9.59%</td>
<td>6.66%</td>
<td>14.14%</td>
<td>1.69%</td>
<td>1.58%</td>
<td>3.16%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Developer</td>
<td>5,177</td>
<td>2,512</td>
<td>6,661</td>
<td>40</td>
<td>33</td>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advertising</td>
<td>31.52%</td>
<td>15.29%</td>
<td>40.55%</td>
<td>4.51%</td>
<td>3.72%</td>
<td>7.44%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third-party</td>
<td>3,392</td>
<td>3,537</td>
<td>5,980</td>
<td>19</td>
<td>27</td>
<td>43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advertising</td>
<td>20.65%</td>
<td>21.53%</td>
<td>36.41%</td>
<td>2.14%</td>
<td>3.04%</td>
<td>4.85%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Finally, comparing the declared purposes for the data collection between $S$ and $S'$, we observe a slight decrease in usage for almost all purposes, ranging from $-2.12\%$ of App Functionality, to $-0.49\%$ of Product Personalization. Noteworthy is the Third-Party Advertising purpose that, in contrast to the others, observes a slight increase ($+0.43\%)$.

### 6 DISCUSSION

In the following, we highlight and discuss the main implications of our findings.

**App transparency** – Apps collect and manipulate an increasing amount of personal data. Frequently, data is collected for reasons not directly tied to the user interest, but rather to carry on the interests of developers, advertisers, or third-party stakeholders. This is evidenced in Table 3, in which we can observe that among free applications 78.92% collect data for Analytics purposes, 40.55% for Developer Advertising, and 36.41% for Third-party Advertising. For instance, referring to Figure 5, we can observe that Diagnostics data is sometimes collected for tracking purposes, suggesting that this data is shared with third parties for fingerprinting [16, 51] purposes. Similarly, we can observe that some outliers in the Weather category collect Health & Fitness data for tracking purposes. With respect to these “opaque” behaviors, privacy labels and runtime tracking notifications are a step in the right direction, providing some visibility into practices that previously were completely invisible to the eyes of the users. However, past research has shown that most users do not pay attention to the data used by an app before its installation [20, 22] and that runtime pop-up can be easily overlooked [2, 6, 37]. Therefore, an open research direction is in (i) understanding how the information made available by privacy labels may be used to create privacy indicators that can more easily be interpreted by users, and (ii) designing solutions that can assist the user in choosing applications, e.g., through easy-to-understand, yet jargon-free, privacy level indicators.

**Lack of anonymization** – Our analysis shows that most of the data collected by applications in the Apple App Store are not anonymized. In particular, the results of RQ1 (Section 5.1) show that free applications on average perform 1.36 usages of tracking data and 2.72 usages of linked data, both of which are unanonymized. The same applications on average perform only 1.86 usages of unlinked data. Paid applications have a better ratio, with 0.2 usages of tracking data, 0.43 of linked data, and 0.9 of unlinked data. A more detailed breakdown of differences for the different data types collected is provided in Figure 5. From it, we can notice further differences in how some data types are collected. For instance, within the Weather category, location data is collected more frequently in a linked form than in an anonymized fashion. We find this trend to be concerning, as the use of unanonymized data may compromise the user’s privacy [5, 24, 54]. Although this is unavoidable for those cases when data cannot be anonymized without compromising the functionality of the app (e.g., Contact Info naturally contains the user address, which cannot be stripped out when a billing address is needed), it also highlights a lack of attention from developers towards data anonymization. Future research is needed to understand the reasons behind this behavior and how developers can be nudged towards privacy-preserving data collection practices.

![Figure 4: Percentage of apps declaring purpose by App Store category](image-url)
account for more effective anonymization as a priority. In this direction, an alternative could be that of adopting privacy-preserving approaches by employing synthetic data generation techniques, which enable the automatic generation of data that mimic the original data (and this is good for developers) while making it impossible to (re-)identify users (and this is good for privacy). The main challenge here resides in the word \textit{mimic} since the synthetic data must have the same statistical properties of the original data without disclosing the original data as was explored in the medical domain \cite{36}.

**Tracking in the App Store** – The first consideration that emerges from our results is that tracking of users for advertising purposes is commonplace for apps in the Apple App Store. Indeed, from the results of RQ1, described in Section 5.1, it emerged that almost 50% of the free applications in our dataset collect tracking data. This ratio is much lower in paid applications, stopping at 10.48%.

However, analyzing the results of RQ2, provided in Section 5.2, we observe glaring differences among categories, with categories like Games and News having the majority of apps performing tracking, and others like Business and Kids in which tracking is performed only by a limited minority. Similarly to differences between free and paid applications \cite{14}, these discrepancies are partially attributable to the different business models employed by apps in different categories. Indeed, some types of apps (e.g., Games) are likely to rely more heavily on advertising for revenue, as evidenced in Figure 4, thus explaining the high utilization of tracking data in some categories. Another reason behind these differences is that apps in other categories are subject to tighter constraints on data collection or undergo a stricter review process prior to publication. This is the case of the Kids category, for which regulations explicitly prohibit the collection of minor’s data for marketing and users profiling \cite{19}, and the Medical category, for which Apple self-imposes tighter review guidelines \cite{28}. Given the limited use of tracking found within these categories, we consider that these measures are indeed effective in protecting the privacy of users and hence we encourage privacy regulators and platform maintainers to gradually expand these regulations to other categories.

In addition, the results discussed above lead us to recommend those Apple iOS users, who pay more attention to privacy and are more worried about sensitive data, to install paid applications in place of free ones, when possible. To some extent, our recommendation is a direct consequence of the monetization model adopted by free versus paid apps. It is in fact well known that paid apps make money (mainly) with customers paying for downloading the app; whereas, free apps, beyond paid subscriptions, make money by means of advertising and in-app purchases that are more incisive and remunerative if (sensitive) personal data are (directly) exploited. The different impact that advertising has on free and paid applications is immediately noticeable in Table 3: among free applications, 40.57% and 36.41% declare collecting data for developer and third-party advertising, respectively; for paid applications, only 7.44% and 4.85% declare data collection for the same purposes.

In this sense, the bitter end is that privacy protection, in most cases, lies “between the hammer and the anvil”, with end-users either required to pay or forced to accept reduced privacy.

**Effects of the App Tracking Transparency** – From the results of RQ5, presented in Section 5.5, we observed a reduction in usage of tracking data after the introduction of the App Tracking Transparency framework. The number of free applications employing tracking data experienced a reduction of about two percentage points (dropping to 46.3% from an original 48.7%), while paid applications experienced a reduction of about four percentage points.
We believe this change is positive, albeit limited, and it highlights that having to explicitly ask for the user’s permission discourages developers from performing tracking while providing more control to end-users. However, differences across categories have to be taken into account: the reduction in the use of tracking data is not uniform among categories, with the Books, Games and News categories reporting an increase, in contrast with the general trend. Again these categories are among those that are more likely to rely on advertising to generate revenue, as evidenced in Figure 4. Still, this highlights a contrast of interests between the various stakeholders involved in the mobile domain, as refraining from user tracking would equate to renounce part of the possible revenue for developers of these applications.

7 THREATS TO VALIDITY

In the following we discuss the threats to validity of our study according to the Cook and Campbell categorization [13].

Internal validity refers to the causality relationship between treatment and outcome [53]. In our study, we analyzed the data-handling practices of iOS applications relying on privacy labels. However, the latter are generated based on what the developer declares about the application and, therefore, may be inaccurate. Developers may also use workarounds and covert techniques to collect data without declaring it [41]. The impact of these threats is limited by the fact that the code of all applications undergoes a review process by Apple prior to publication on the App Store.

Moreover, in RQ5 we attribute the differences between S and S′ to the introduction of the App Tracking Transparency framework. However, this difference may also be due to other factors, e.g., developers gaining better knowledge and familiarity of privacy labels over time. However, the introduction of the App Tracking Transparency framework was the most visible privacy-relevant change introduced on the iOS platform in the considered time frame.

External validity deals with the generalizability of obtained results [53]. To ensure that our subjects are representative of the population of iOS apps, we considered a sample of 30,753 apps available in the United States selected from all categories of the App Store. Since the apps are selected from the top free and top-grossing app rankings of all categories, we can expect that they have a high number of users. Of these 17,312 were found to have updated their product page with privacy labels. Our final datasets have an imbalance in the number of free and paid applications, favoring the former. Hence our results might not be representative of the general population of paid applications. However, free apps were found to be the majority of apps in the top-grossing ranking and are generally downloaded more often [23].

Construct validity deals with the relation between theory and observation [53]. We mitigated potential construct validity threats by defining all details related to the design of our study (e.g., the goal, research questions, hypotheses, statistical analysis procedures) before starting the study execution.

Conclusion validity deals with issues that affect the ability to draw the correct conclusions from the outcome of experiments [53]. To mitigate this threat, while answering RQ5, we relied not only on the results of statistical tests but also examined differences between S and S′ by means of descriptive statistics. The computed statistics support the experiment results. In addition, we provide a publicly available replication package for independent verification of our findings.

8 CONCLUSIONS AND FUTURE WORK

We conducted a large-scale empirical study to characterize the data collection practice of mobile apps in the Apple App Store. For this purpose, we collected and analyzed the privacy labels of 17,312 apps available on the store. From the results of our analysis, it is highlighted that on average free applications collect more sensitive data than paid ones, the majority of data is collected in an unanonymized form, and a wide range of sensitive information are collected for tracking purposes. Furthermore, the introduction of additional run-time tracking controls by Apple resulted in a statistically significant decrease in the number of apps that collect data for tracking purposes.

Future work involves pursuing the future research directions discussed in Section 6, namely designing privacy indicators that can more easily be interpreted by users and investigating how developers can be nudged towards privacy-preserving data collection practices. In addition, an open research direction is employing the privacy labels to characterize the data collection practices of desktop applications and how these differ from the ones of mobile apps.
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